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ABSTRACT
Numerous problems that where intelligent systems find application are classificatory in nature. These include Face Recognition, Speaker Recognition, Word Recognition, etc. In this paper we propose a new model for these classificatory problems. This model is based on the Grammatical Evolution which is an Evolutionary Algorithm that uses chromosomes as a set of instructions over a predefined grammar. The model that we propose here is a type of fuzzy inference system. Rules are in form of a collection of points representing every class. The separation between the unknown input and these representative points determines the degree of belongingness of the unknown input to the specific class being considered. Multiple contributions from same classes are simply added together. The training data set is used for the purpose of generating the initial set of configurations of this fuzzy model. The fuzzy functions are parameterized by adding fuzzy parameters, like any neuro-fuzzy model. These parameters are trained by a validation data set using a training algorithm. The performance of the system over training and validation data set serve as the fitness function. Variable mutation rate is applied. We tested the effectiveness of the algorithm over the picture learning problem and received better results than numerous commonly used algorithms.

1. INTRODUCTION
Classification is one of the major problems being extensively studied. In these problems, we have a set of classes and we are supposed to classify the input into one of these classes. If we take the example of speaker recognition, the problem is to classify the input features and map it to one of the many known speakers. Hence we are trying to map a set of features into a class, where the number of classes and their properties are well known in advance. The classificatory problems have a huge importance in the modern world due to their varied presence in different domains and fields. This attracts the interests of researchers to contribute effective problem solving models for these problems.

Genetic Algorithms, Artificial Neural Networks and Fuzzy Inference Systems are extensively applied over these problems. A better approach to solve these problems is using the hybrid algorithms. The hybrid algorithms use a combination of the basic algorithms. They try to use the best features of all the algorithms and evolve a system that is able to perform much better than the individual algorithms. The hybrid algorithms are able to adapt much better to the inputs and model the given problem better than the traditional approaches.

One of such approach to hybrid algorithms is the Adaptive Neuro-Fuzzy Inference Systems. These systems build a fuzzy model. The model is parameterized by adding some fuzzy parameters. These parameters are then optimized by using a backpropagation algorithm over the modeled artificial neural network. Genetic Algorithms may be used by the system for the optimizations of the training. At the end of the training, we get the values of the various parameters. These parameters are then used to make the final fuzzy inference system. The system thus generated combines the best features of the genetic algorithms and artificial neural network to evolve a system that is able to perform better than the separate systems.

Evolutionary Algorithms are widely used for various kinds of searching and optimization problems. These algorithms use the analogy of the natural evolution system to solve the problem. Various genetic operators like mutation, crossover, etc. are
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applied to a population pool to generate higher generations. The performance of any individual or solution is judged by the fitness function. The fittest solution in the final population is regarded as the most optimal solution that the algorithm could find, within the constraints of time and computation.

Grammatical Evolution [21, 22] is another technique that is used to apply genetic algorithms over variable length chromosomes. This approach finds its analogy to the process of protein synthesis. The approach normally uses Backus Naur Form (BNF) to represent the syntax of the language. This ensures a syntactically solution is generated always. The various rules are used one after the other to get the final form of the solution depending upon the chromosome representation. The grammatical evolution technique makes it possible to use genetic algorithms over variable length chromosomes.

Fuzzy Inference Systems (FIS) is also an area of varied applications. Fuzzy models are used to make various fuzzy controllers and classifiers. The basic principle of fuzzy logic states that in real world inputs may not be crisp with a definite value. In reality they may be true only to a certain degree. This degree is called as the degree of membership. The functions that determine the membership over the input ranges are called as the membership functions.

In this paper we evolve a new algorithm that solves the classificatory problem. The algorithm is based on the approach of Grammatical Evolution. The basic model being followed is a Fuzzy model. The various parameters of the model are optimized by the use of Grammatical Evolution. We also take the use of training using the steepest descend approach to adjust the parameters of the model. These try to get a solution of the Grammatical Evolution into the nearest local minima. The Grammatical Evolution is responsible to find out the global minima.

This paper is organized as follows. Section 2 talks about the literature survey. In section 3 we discuss about grammatical evolution model. Section 4 would discuss the fuzzy model that used in solving the problem. Section 5 talks about the Genetic operators and the way they function in the algorithm. Section 6 talks about the training algorithm. In section 7 we present the results over the picture learning problem. Section 8 gives the conclusion.

2. LITERATURE REVIEW

The basic motivation behind the paper is hybrid systems. A lot of work is being done in order to develop hybrid systems for various problems. Rutkowski [25] presented the flexible neuro fuzzy systems. This is a widely used hybrid system that has largely reformed the manner of working of Fuzzy Systems. Kuo et al [14] proposed a hybrid model for learning fuzzy if-then rules. These have been applied to variety of problems [10, 15, 31]. A lot of work is going on in the various parts of these algorithms like clustering, genetic optimizations, rule forming, parameter updating etc [6, 19, 27]. The algorithms try to optimize the performance in clustering by designing various models based on the architecture of neuro-fuzzy systems [4, 16, 17, 23, 33].


Genetic Algorithms are being constantly studied and modified for better performances at various situations. One of the major landmarks here are the Particle Swarm Optimizations. Nani used the Nearest Neighbor approach for prototype reduction using Particle Swarm Optimization and the found the Nearest Neighbor approach to be good [18].

Grammatical Evolution is another area of work. Tsoulous et al [32] proposed grammatical evolution for neural network construction and training. Neill et al [21, 22] has highlighted various developments in these fields in terms of representation and working of the algorithm. Ryann [26] proposed these algorithms for program generation in arbitrary language.

A lot of work is being done in the field of neural network for validating, generalizing and better training of the neural network [5, 8, 9, 29]. Classification also employs the use of Hidden Markov Models [11, 28, 30]. These are statistical models that can be used to predict the consequence of the unknown input. These models have found a variety of use in handwriting recognition, speech recognition etc.

Instantaneously trained neural networks [13, 24] are a good approach for faster training with a smaller generalization capability. These networks require very less training time as the weights are decided just by seeing the inputs. Self organizing maps have also been used extensively for the problem solving. Various other mathematical models have been proposed. These employ mathematical techniques like point to point matching for solving the problem.

3. GRAMMATICAL EVOLUTION

Grammatical Evolution is an effective means to apply genetic algorithm in a situation where the chromosome length is varying [21, 22]. Grammatical Evolution usually uses the notion of Backus Naur Form (BNF) to represent the language. It carries all information of the syntax of the language in the form of various rules. The grammar is a specification of the terminating characters, non-terminating characters, starting character, etc. Rules govern the generation of the grammar. The grammar may thus be represented by \( \{ N, T, P, S \} \) where \( N \) is set of non-terminals, \( T \) is set of terminals, \( P \) is set of production rules and \( S \) is the start symbol.

The following is an example of a grammar:

\[
N = \{ \text{expr}, \text{biop}, \text{suop}, \text{bool} \} \\
T = \{ \text{and}, \text{or}, \text{xor}, \text{nand}, \text{not}, \text{true}, \text{false}, (, ) \}
\]
Figure 1: The multi dimensional view of classificatory problem

The rules in this model consist of a set of points over this n-dimensional input space. The numbers of points are kept variable. Suppose that the model has p points in this n-dimensional space. The collection of these p points may be represented as given in (1)

\[ R = \{ R_1, R_2, R_3, \ldots, R_p \} \]  

Each of these points is located on a n-dimensional input space. Hence these points may be represented as given in (2)

\[ R = \{ \langle r_{11}, r_{12}, \ldots, r_{1n} \rangle, \langle r_{21}, r_{22}, \ldots, r_{2n} \rangle, \ldots, \langle r_{p1}, r_{p2}, \ldots, r_{pn} \rangle \} \]

Whenever we need to find out the class of an unknown input, we basically try to see the effects of each of the p points. The effect of a point T varies according to the Gaussian function depending upon the distance of the unknown input and the point T. This means that a point T will have an effect E to an unknown input I, where E is given by the Gaussian function in (3)

\[ E = e^{-\frac{d^2}{2c^2}} \]

Here c is a constant, d is the separation between the point T and the unknown input I. d is given by (4)

\[ d = (T_1 - I_1)^2 + (T_2 - I_2)^2 + (T_3 - I_3)^2 + \ldots + (T_n - I_n)^2 \]

Each point T taken above will belong to a particular class. The effect of this point is actually the contribution of this point towards the deciding of the class to which the point belongs. If out of p points initially selected, q of them belong to particular class (say j), the net contribution of the class j is the additive contribution of each of these points. Let \( E_1, E_2, E_j, \ldots, E_q \) be the

Table 1. The number of choices available from each production rule.

<table>
<thead>
<tr>
<th>Rule</th>
<th>Number of Choices</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>3</td>
</tr>
<tr>
<td>B</td>
<td>4</td>
</tr>
<tr>
<td>C</td>
<td>1</td>
</tr>
<tr>
<td>D</td>
<td>2</td>
</tr>
</tbody>
</table>

At every iteration, the first non terminal symbol is replaced by a rule selected by the formula:

\[ \text{Rule} = c \mod r \]

Here c is the codon integer value, r is the number of rule choices

Consider the following rule from the given grammar, i.e., given the non-terminal <biop>, which describes the set of binary operators that can be used, there are four production rules to select from. As can be seen, the choices are effectively labeled with integers counting from zero.

(B) <biop> ::= and (0)
| or (1)
| xor (2)
| nand (3)

If we assume the codon being read produces the integer 6, then

\[ 6 \mod 4 = 2 \]

would select rule (2) xor. That is, <biop> is replaced with xor. Each time a production rule has to be selected to transform a non-terminal, another codon is read. In this way the system traverses the genome.

The chromosome consists of a sequence of integers or codons. They are read one after the other and likewise the solution is modified by the application of the rules. It is possible that many codons may not be read and the solution may consist of only terminating characters. It may even be possible that the codons be read and still non-terminating symbols exist in the solution. In this case the solution may be neglected, given lowest fitness value or completed by default terminating symbols.

4. FUZZY MODEL

The algorithm has a fuzzy model over which the final system works. The fuzzy model that is built is used to classify the various inputs to the various classes. The various input features are used for this classification.

The whole working space is a multi-dimensional space where the number of dimensions are equal to the number of features used for classification. This in a 2 dimensional space is given in figure 1. A point here represents an input that we wish to classify. The problem is to map all these points into classes as given in figure 1. The boundaries in between the points are known as the decision boundaries.
contributions of these \( q \) points that all belong to the same class \( j \). The net effect of class \( j \) is given by (5)

\[
C_j = \sum_{k=1}^{q} E_{ik}
\]  

(5)

Once we have all the contributions of the participating classes, we simply take the maximum of them. The class with the maximum contribution is declared the winner and input is said to be belonging to this class. In other words we may say as given in (6)

\[
\text{Class} = i \text{ such that } C_i > C_j \text{ for all } j \neq i
\]  

(6)

Here we see that each point that we selected, is associated with its location, the class to which it belongs and the Gaussian parameter \( c \). This means that a point \( P_i \) may be clearly stated as (7)

\[
P_i = <R_i, L_i, c_i>
\]  

(7)

Here \( R \) is the location given by (2), \( c_i \) is the Gaussian parameter given by (3) and \( L_i \) is the class to which the point belongs to.

The complete set of \( p \) points, or a valid solution may be represented by (8)

\[
P = \{<R_1, L_1, c_1>, <R_2, L_2, c_2>, <R_3, L_3, c_3>, ..., <R_p, L_p, c_p>\}
\]  

(8)

5. TRAINING ALGORITHM

A solution randomly generated from the Genetic approach may not be initially very appealing. It may be possible for a relatively optimal solution to lie somewhere very close to the configuration generated by the Genetic Algorithm. This encourages us to use a training algorithm to optimize the solutions.

It may however be noted that this training may result in making the algorithm computationally expensive. Hence we need to strike a right balance between the training algorithm to search for minima in the closer vicinity and the Genetic Algorithm to try to find global minima. The right balance between these two approaches may give us the computationally most optimal solution, within the constraints of time.

The training is carried out on a separate set of data elements. This is the validation data set. This data set is used to adjust the parameters of the model and fix it to the most optimal value. The parameters that can be adjusted are the position of all the points chosen \( R_i \) and the Gaussian parameters of these points \( c_i \).

The training is carried out similar to the backpropagation training of an artificial neural network. The training uses the principle of steepest descend algorithm. The training in every epoch tries to adjust the value of the parameters to better match the requirements. Every input element of the validation data set is applied one after the other. We also introduce the concept of learning rate here which determines the rate at which the system trains itself. Unlike in any general neural network, in our system it is not assured that every epoch reduces the error, the errors may be increased on increasing epoch. We take the best configuration during the various stages of training to determine the best configuration of the system.

The algorithm for the modification of the parameters is given as follows:

Modify Parameters

Step 1: For every cluster \( c \) in sample space

Step 2: \( a_1 \leftarrow \text{contribution of desired output class in deciding final answer} \)

Step 3: \( a_2 \leftarrow \text{contribution of class } c \text{ if different from desired output class else contribution of 2nd highest contributing class for the final output} \)

Step 4: if desired class = \( c \)

Step 5: With a probability of 0.5 increase its Gaussian parameter \( c \) by \( K \) percent

Step 6: With a probability of 0.5 move center closer to the given input by \( C \) percent

else

Step 7: With a probability of 0.5 decrease its Gaussian parameter \( c \) by \( K \) percent

Step 8: With a probability of 0.5 move center away from given input by \( C \) percent

The increase/decrease in percent in Gaussian parameter is given by the relation (9)

\[
K = \frac{\eta_1}{((a_1-a_2+c_1) D)} \text{ (If } a_1>a_2) \quad (9)
\]

Where \( K \) is the percent change in firing power, \( D \) is the distance between input and cluster being considered \( c \), \( M \) is the maximum distance between any two points in the \( n \) dimensional space, \( \eta_1, \eta_2 \) is the maximum distance between any two points in the \( n \) dimensional space, \( \eta_1, \eta_2 \) is the learning rate, \( c_1, c_2 \) are constants

The percent increase/decrease in center is given by the following relation (10)

\[
C = \frac{\eta_3}{((a_1-a_2+c_3) D)} \text{ (If } a_1>a_2) \quad (10)
\]

\[
C = \frac{\eta_4 (a_2-a_1)+c_4}{MD} \text{ (else wise)}
\]

Where \( K \) is the percent change in firing power, \( D \) is the distance between input and cluster being considered \( c \), \( M \) is the maximum distance between any two points in the \( n \) dimensional space, \( \eta_3, \eta_4 \) is the learning rate, \( c_3, c_4 \) are constants

6. GENETIC ALGORITHM

The whole algorithm is based on a Genetic approach, where we try to optimize the whole model. Here we have used the Grammatical Evolution technique that serves as the base for the application of Genetic Algorithm over variable length of the chromosome. We study the Grammatical Evolution along with the applied Genetic operators in the next sub sections

6.1 Grammatical Evolution

The Grammatical evolution uses a set of rules that are used to model the solution. These rules are in form of the Backus Norm Form (BNF). The rules we use here are

\[
S ::= \langle \text{model} \rangle
\]
<model> ::= <point> + <model>
| <point>

<point> ::= <R> + <L> + <c>
| <R> + <L> + <c>

<R> ::= <R> + <R> + <R> + ... + <R>
<L> ::= <1>
| <2>
| <3>

| <q>

| <c> ::= 0.<numberlist>
| 0.<numberlist>

<numberlist> ::= <digit> + <numberlist>
| <digit>

| <R>

<digit> ::= 0
| 1
| 2
| 3
| 9

This may be reduced to

S ::= <model>

<model> ::= <R> + <R> + <R> + ... + <R> + <L> + <c>
| <R> + <R> + <R> + ... + <R> + <L> + <c>
| <R> + <R> + <R> + ... + <R> + <L> + <c>
| <R> + <R> + <R> + ... + <R> + <L> + <c>

| <c>

| <q>

| <c> ::= 0.<numberlist>
| 0.<numberlist>

<numberlist> ::= <digit> + <numberlist>
| <digit>

| <R>

<digit> ::= 0
| 1
| 2
| 3
| 9

Here q is the number of classes into which the mapping needs to be done and n in the number of features used in the problem.

Here we assume that inputs in all dimensions have been normalized to lie between 0 and 1.

### 6.2 Initial Solution

The first major step is the generation of initial solutions for the genetic algorithm to run. At first one solution is generated using a special analysis of the input data.

Clustering is done over the training data by the simple rule of finding groups of input data that all belong to the same class. We make sure that the closed region formed by these points should be occupied by members of this class only. This means that no member of any other class can lie in the region occupied by these clusters. For 2 input systems, this region would be a circle. This is shown in figure 2.

This is done because the basic philosophy is to make representatives of each cluster and position them onto the graph. Using this algorithm, we make sure that we may be able to comfortably replace a cluster by a representative. No other node of a different class would be found nearby this cluster. Hence the node representing this cluster would be free to dominate inside the cluster and in neighboring areas.

We also select a representative for every node. This is the centre of the entire region where a cluster is located in the n-dimensional input space. Let us assume that the training data in a cluster are \(<I_1, I_2, I_3, I_4, ..., I_n>\), \(<I_{12}, I_{13}, I_{14}, ..., I_{2n}>\), \(<I_{13}, I_{12}, I_{14}, ..., I_{3n}>\), ... \(<I_{p1}, I_{p2}, I_{p3}, I_{p4}, ..., I_{pn}>\). The center for this data is given by (11)

\[
\text{Centre} = \frac{(\max(z_1)+\min(z_1))}{2}, \frac{(\max(z_2)+\min(z_2))}{2} ... \frac{(\max(z_n)+\min(z_n))}{2}
\]  

Here \(z_i = \{I_{11}, I_{12}, I_{13}, ..., I_{i1}\}\)

\(z_2 = \{I_{12}, I_{12}, I_{13}, ..., I_{i2}\}\)

\(z_n = \{I_{1n}, I_{2n}, I_{3n}, ..., I_{in}\}\)

We define the radius of the cluster as the square of distance between the center of the cluster and the most distant point in the cluster. Hence the radius of the cluster can be written as given in (12)

\[
R = \max(t(C_1-I_1)^2+(C_2-I_2)^2+(C_3-I_3)^2+...+(C_n-I_n)^2)
\]  

For all i in cluster

Here \(C_1, C_2, C_3, ..., C_n\) is the center coordinates

In order that this represents a valid cluster, we further have the condition that point of any other class must not lay in the region of this cluster. Hence for any point \(I_{i1}, I_{i2}, I_{i3}, ..., I_{in}\) in the system, if this point is of a different class than the class of our input, then the equation (13) is always false.

\[
(C_1-I_{i1})^2+(C_2-I_{i2})^2+(C_3-I_{i3})^2+...+(C_n-I_{in})^2 \leq R
\]  

Here \(C_1, C_2, C_3, ..., C_n\) is the center coordinates

and R is the radius of the cluster

This concept in a 2 input system is given in figure 3.

![Fig. 3. The clusters of the given input. Center is the mean of extreme x and y coordinates.](image)

The center serves as the location of the point. We also define gaussian parameter of every cluster. It is defined by (14)

\[
c = \alpha R
\]  

Here \(\alpha\) is const

R is radius of the graph

c is the Gaussian parameter
The algorithm for the clustering is given by the following algorithm.

**Cluster()**
Step1: While all points are not clustered
Step2: Add any random point to a new cluster
Step3: While it is possible to add new points in this new cluster
Step4: Search for the point p that is closest to any point in the cluster
Step5: If cluster formed by adding p to this cluster is possible then add p to new cluster
Step6: Find center and initial power of this cluster

This gives one of the solution. By modifying the locations of the various points and their corresponding Gaussian parameters by a random percentage, we may be able to obtain some more initial solutions. These solutions are approximately 30% of all the initial solutions.

The rest of the solutions are generated purely randomly in nature. The number of points are although restricted in a way that the solutions with less number of points are preferred to the solutions with more number of points. This saves use of excessive memory as well as makes the algorithm computationally faster.

The probabilities of the number of points are measured relative to the number of points present in the initial solution generated by clustering. The various probabilities are given in table 2.

**Table 2. The probabilities of occurrences of various number of points**

<table>
<thead>
<tr>
<th>Number of points in Initial Solution ± percent</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>10%</td>
<td>0.5</td>
</tr>
<tr>
<td>50%</td>
<td>0.35</td>
</tr>
<tr>
<td>100%</td>
<td>0.15</td>
</tr>
</tbody>
</table>

For computational reasons, we do not generate initial solutions that have more than double the number of points as available in the initial solution that was generated by clustering.

All the points in any initial solution are sorted in the order of $L_i$. This means that they are sorted in the order of the class to which the points belong. Also all solutions need to have all possible classes present in at least one point within it. If a solution is found in which a particular class is not represented by any of the points, the solution is omitted.

**6.3 Crossover**

The crossover operator we use here is a conventional two-point crossover. The two points are chosen at random places on the chromosome. This splits both the participating chromosomes into three parts. The middle part is taken from one of the parent and the other from the other two parent to generate two distinct solutions.

The first crossover point is chosen among the first 10% of the length of the entire chromosome. The second crossover point is chosen within the first 50% length of the chromosome.

The crossover points may be taken as the mean value from the two participating chromosomes.

**6.4 Mutation**

The mutation is the Genetic operator which tries to add various new features in the participating chromosomes. The mutation is very necessary in this algorithm to add features that might not have been generated at the time of generation of the initial set.

We have a variable mutation rate here. Initially we keep the mutation rate high and then we reduce the mutation rate as the algorithm proceeded to newer generations. The mutation rate decreases according to the Gaussian function with respect to the generations. This is given in (15)

$$E = e^{-\frac{x^2}{2\sigma^2}}$$

In the mutation operation, we pickup two elements at random. The first is increased by $\alpha$ percent. The other is reduced by $\alpha$ percent. The resultant is the new chromosome that is passed into the new generation. In mutation also, the first element is chosen from the first 10% length of the chromosome.

**6.5 Fitness Function**

The fitness function we use here is the performance of the system over the training as well as the validation data set. The more the performance, the better is the solution. We measure the number of outputs the system is able to classify correctly.

**7. RESULTS**

We applied this algorithm over the picture learning problem. The algorithm was coded using JAVA. A picture was made using two colors ‘#’ and ‘.’. The picture was marked with some data as the training data and some as the validation data set. The whole training data set and validation data set was given to the algorithm for training.

On the completion the algorithm was made to predict the complete picture. We saw that our system was able to predict the picture to quite a good extent. The performance of the system was reasonably high, as much as 87.10%. We also compared this with the standard neural network training and the standard neuro fuzzy training. The training was found to be much better using our algorithm. The results are given in table 3.
In this paper we have proposed a method of solving the classificatory problem using a hybrid model. The whole model was built over a Genetic Algorithm using Grammatical Evolution techniques. The Genetic Algorithms were optimizing the parameters of a Fuzzy Model that we had built to solve the classificatory problem. Training similar to the neural network training was adopted to bring the system from any location to the nearest local minima. The training was restricted to a few epochs to strike a balance between the search for local minima and the global minima which the Genetic Algorithm was trying to find out. A variable mutation rate was used, that was kept high initially and low as the newer generations were generated.
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