MULTILINGUAL SPEAKER RECOGNITION USING NEURAL NETWORK
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Abstract: In the present paper an attempt is made to recognize the speaker based on speech feature and independent of the language. Speaker recognition systems attempt to recognize speaker’s identity from his/her speech utterances. Every speaker has different individual characteristics embedded in his/her speech utterances. These characteristics can be extracted from utterances and neural network model is used to get the desired results. The simulated model of neural network based multilingual Speaker recognition system for Indian languages Hindi, Punjabi, Telugu, Sanskrit and English has been developed.

The utterances of the speaker are stored in digitized form to evaluate the speech data bank. The sampling frequency and speech feature namely LPC, LPCC, RC, LAR, LSF, ARCSIN are extracted from speech signal and formed feature vectors. These features are fed into Neural Network back propagation learning algorithm for training and identification processes of different speakers and languages. The database used for this system consists of 25 speaker including both male and female from different regions. Five different speaking texts of different languages having same meaning are used to get the best speaker identification accuracy.

The ANN model consist of 575 neuron in inputs layer, two hidden layers of 52 and 38 neurons respectively and 25 neurons in output layer. The average recognition score is 85.74%.
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1. Introduction:

Multilingual speaker recognition and language identification are key to the development of spoken dialogue systems that can function in multilingual environments [4]. In India, which officially recognizes more than twenty five languages and whose citizens almost without exception speaks more than one of these languages fluently, the development of such multilingual system is an especially relevant Challenge. This multilingual system should then be adapted to the target language with the help of a language identification system. In this paper, we have developed Speaker Recognition systems based on continuous speech recognition, and evaluate these for five Indian regional languages i.e. Hindi, English, Telugu, Punjabi and Sanskrit spoken by 25 speakers in each language. Speaker recognition can be divided into speaker verification and speaker identification.
1.1 Speaker Verification
Speaker verification is mainly concerned with the verification whether a speaker is the person he/she claims to be or not, and involves a binary decision whether the test utterance matches the features of the claimed speaker [2]. In a speaker verification trial an identity claim is provided or asserted along with the voice sample. In this case, the unknown voice sample is compared only with the speaker model whose label corresponds to the identity claim [6]. If the quality of the comparison is satisfactory, the identity claim is accepted; otherwise the claim is rejected. Speaker verification is a special case of open-set speaker identification with a one-speaker target set. The speaker verification decision mode is intrinsic to most access control applications. In a speaker verification trial only one comparison is required, so speaker verification performance is independent of the size of the speaker population. Speaker verification systems are mainly used in security access control. In addition to security applications, speaker verification may be used to offer personalized services to users. For example, once a speaker verification phrase is authenticated, the user may be given access to a personalized phone book for voice repertory dialing.

1.2 Speaker identification
The purpose of a speaker identification system is to determine the identity of an unknown speaker among several speakers of known speech characteristics, from a sample of his or her voice. In speaker identification a voice sample from an unknown speaker is compared with a set of labeled speaker models. When it is known that the set of speaker models includes all speakers of interest the task is referred to as closed-set identification [2]. The label of the best matching speaker is taken to be the identified speaker. In speaker identification, the number of decision alternatives is equal to the size of the sample. Most speaker identification applications are open-set, meaning that it is possible that the unknown speaker is not included in the set of speaker models [14]. It can readily be seen that in the speaker identification task performance degrades as the number of speaker models and the number of comparisons increases. Speaker identification systems are mainly used in criminal investigation [3].

Moreover Speaker recognition systems can be either text-dependent (constraint on what is spoken) or text-independent (no constraint on what is spoken). Text-independent recognition systems are more versatile but their accuracy is considerably lower than that of comparable text-dependent systems. To achieve acceptable results in this case more speech data is usually necessary for both training and testing. Three stages are generally involved in building a speaker-recognition system: Training, testing, and implementation [5].

1.3 ARTIFICIAL NEURAL NETWORK (BACK PROPAGATION)
Speech recognition is a multileveled pattern recognition task, in which acoustical signals are examined and structured into a hierarchy of sub word units (e.g., phonemes), words, phrases, and sentences [2]. Artificial neural networks have emerged as a promising approach to the problem of speech recognition [7, 8]. ANN can be most adequately characterized as computational models' with particular properties such as the ability to adapt or learn, to generalize, or to cluster or organize data, and which operation is based on parallel processing which are the requirements for speech and speaker recognition. ANN can learn complex features from the data, due to the non-linear structure of artificial neuron [7, 10]. Various ANN training algorithms such as BPA, Radial Basis Function, Recurrent networks etc., are being used for training purpose.

In this paper we have used Back propagation Neural Network [5] for the recognition system. It has been successfully applied to many pattern classification problems including speaker recognition [10]. Back propagation is the generalization of the Widrow-Hoff learning rule to multiple-layer networks and nonlinear differentiable transfer functions [9]. Input vectors and the corresponding target vectors are used
to train a network until it can approximate a function, associate input vectors with specific output vectors, or classify input vectors in an appropriate way as required.

Properly trained back propagation networks tend to give reasonable answers when presented with inputs that they have never seen. Typically, a new input leads to an output similar to the correct output for input vectors used in training that are similar to the new input being presented [19]. This generalization property makes it possible to train a network on a representative set of input/target pairs and get good results without training the network on all possible input/output pairs [10].

![Architecture of Feed Forward Neural Network](image)

**Fig. 1 Architecture of Feed Forward Neural Network**

2. Literature survey

Speaker recognition is defined as “the process of recognizing who is speaking on the basis of individual information included in speech waves” [2, 4]. There are two separate problems occurs in speaker recognition, identification and verification [4].

Recognition methods are of two types. One is Text-dependent which require that the speaker say a specific text for both training and testing, and another is Text-independent methods can be used with varying text [5].

Automatic Speaker Recognition (ASR) is decoding of information in speech signal and its transcription into set of characters. It is used for practical application are of the small, medium and large vocabulary recognition systems [15].

Many researches have been done for multilingual speaker recognition system using ANN, and there are using different model like statistical methods Hidden Markov Model (HMMs), Harmonic Product Spectrum (HPS). [16, 17].

In identification of the speakers in single/different language ANNs have been used. In pattern classification or recognition phase, there are various methods used as vector quantization technique from signal processing to store features in codebooks [16, 14].

3. Feature Extraction

Feature extraction is most important part of speaker recognition. Features of speech play important role to separate one speaker from other. LPC is widely used in digital speech processing systems. It is one of the most powerful speech analysis techniques, and useful methods for encoding good quality speech at a low bit rate [11]. They vary from speaker to speaker and depending up on various factors like gender,
emotions, filings, moods etc. Features extracted for this purpose are Linear Prediction Coefficients (LPC), Reflection Coefficients (RC), Linear Prediction Cepstral Coefficients (LPCC), Log Area Ratio (LAR), Arcus Sine Coefficients (ARCSIN) and Line Spectral Frequencies (LSF).

**LPC and LPC-Derived Features**

![Diagram of LPC and LPC-Derived Features]

Fig. 2 Features of speech calculated in this approach

**LPC and LPC-Derived Features**

The Linear Prediction Code (LPC) is an approach to form feature or spectral vector [11]. Linear prediction coefficients are a highly effective representation of the speech signal. In this analysis, each speech sample is represented by a weighted sum of \( p \) past speech samples plus an appropriate excitation [12]. The main aim is to determine LPC coefficients minimizing the prediction error in the least squares sense.

The linear predictive model of speech production [12, 20] is given in the time domain:

\[
s[n] \approx \sum_{k=1}^{p} a[k] s[n-k],
\]

(1)

Where \( s[n] \) denotes the speech signal samples, \( a[k] \) are the predictor coefficients and \( p \) is the order of the predictor.

The total squared prediction error is:

\[
E = \sum_{n} (s[n] - \sum_{k=1}^{p} a[k] s[n-k])^2
\]

(2)

The objective of linear predictive analysis is to determine the coefficients \( a[k] \) for each speech frame so that error (2) is minimized. The problem can be solved by setting the partial derivatives of (2) with respect to \( a[k] \) to zero. This leads to so-called Yule-Walker equations that can be efficiently solved using so-called Levinson-Durbin recursion [21].
The Levinson-Durbin recursion generates as its side product so-called Reflection Coefficients (RC), denoted here as $k[i]$, $i = 1, \ldots, p$. The name comes from the multtube model, each reflection coefficient characterizing the transmission/reflection of the acoustic wave at each tube junction.

Arcus Sin Coefficients (ARCSIN) derived from reflection coefficients $k$. This is more stable than reflection coefficient [2].

In the frequency domain, the linear predictive coefficients specify an IIR filter with the transfer function:

$$H(z) = \frac{1}{1 - \sum_{k=1}^{p} a[k] z^{-k}}$$

(3)

The poles of the filter (3) are the zeroes of the denominator. They are denoted here as $z_1, z_2, \ldots, z_p$, and they can be found by numerical root-finding techniques. The coefficients $a[k]$ are real, which restricts the poles to be either real or occur in complex conjugate pairs.

Line Spectral Frequency (LSF) representation of the Linear Prediction (LP) filter is introduced by Itakura [22]. LSFs are closely related to formant frequencies and they have some desirable properties which make them attractive to represent the Linear Predictive Coding (LPC) filter. The quantization properties of the LSF representation are recently investigated in [23].

Let the $m$-th order inverse filter $A_m(z)$,

$$A_m(z) = 1 + a_1 z^{-1} + \cdots + a_m z^{-m}$$

(4)

Given the LPC coefficients $a[k]$, $k = 1, \ldots, p$, the LPCC coefficients are computed using the recursion [24]:

$$C[n] = \begin{cases} a[n] + \sum_{k=1}^{n-1} c[k] a[n-k], & 1 \leq n \leq p \\ \sum_{k=n-p}^{n-1} c[k] a[n-k], & n > p \end{cases}$$

(5)

The log area ratio (LAR) coefficients are derived from the linear prediction (LPC) coefficients. LPC can be transformed into other coefficients called Log area ratio coefficients (LAR). In LAR analysis, the vocal tract of a person is modeled as a non-uniform acoustic tube formed by cascading $p$ uniform cylindrical tubes with different cross-section areas having equal lengths [2]. The relationship between the LAR coefficients and the LPC is:

$$LAR_i = \log\left(\frac{A_i}{A_{i+1}}\right) = \log\left(\frac{1+\alpha_i}{1-\alpha_i}\right), A_{p+1}=1$$

(6)

Where $\alpha_i$ can be found by:

$$\alpha = a^{(i)}_i, 1 \leq i \leq p$$

(7)

Where $a^{(i)}_i$ is the $i$th LPC calculated by the $i$th order LPC model [2].
4. Approach

Proposed approach is done in various steps like Collection of speech utterances of different speakers of different languages, Preprocessing, Feature extraction, Neural Network training and Testing as shown in figure bellow.

![Diagram showing various steps in approach]

Collection of speech utterances consists of sentences of different languages taken from a public domain. Sound wave files (.wav) are created by using microphone connected with Personal computer at sampling rate 44.100 KHz and 16 bit per sample with mono channel. For recording of sentences and Preprocessing we use software Cool Edit Pro 2.0 software. For this purpose one sentence (“AB ISS BAAR TUM JAO”) is recorded from 25 speakers (15 male+10 female) in 5 different languages Hindi, Punjabi, Telugu, English and Sanskrit. The sentences in such format that in each word every consonant succeed a vowel and vice versa. Main reason behind this is that vowel sound is always generated with pronunciation of any letter.

In preprocessing step, separate different words of different languages from their respective sentences. Silence and noise are removed from speech signal. There are two steps in Preprocessing. One reduces noise (using Cool Edit Pro 2.0) and second is separate word from sentences (by removal of silence between words).
New speech database is created using this preprocessed speech (i.e. utterances) words and they are store in proper manner that they can use easily further. Next most important step is Feature extraction from these speech signals (A Computational Language). Mainly six different type of features are extracted they are Linear Prediction Coefficients (LPC), Reflection Coefficients (RC), Linear Prediction Cepstral Coefficients (LPCC), Log area ratio (LAR), Arcus Sin Coefficients (ARCSIN) and Line Spectral Frequencies (LSF). Arrange this calculated data in a proper format (Matrix) and trained using BPA with two hidden layer and number of neurons in each hidden layer is in between number of inputs and target numbers.

After completion of training, the main step is to simulate trained Network properly and check weather Target output and Actual output is same or not. For this purpose a sample data known as test data is created which is totally different from input data used in training of network.

5. Result

When proposed system is trained using ANN as used by another researchers for such type of problems with limited number of neurons and layers, the average performance was 85.74% with 82 errors of 575 input data size. The various training parameter are illustrated in table 1.

<table>
<thead>
<tr>
<th>Serial no.</th>
<th>Name of parameter</th>
<th>Corresponding values</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Error goal (δ)</td>
<td>0.011</td>
</tr>
<tr>
<td>2.</td>
<td>Momentum (μ)</td>
<td>0.9</td>
</tr>
<tr>
<td>3.</td>
<td>Training parameter (α)</td>
<td>0.26</td>
</tr>
<tr>
<td>4.</td>
<td>Maximum epochs</td>
<td>10,000</td>
</tr>
<tr>
<td>5.</td>
<td>Non linear function</td>
<td>Tan-sigmoid</td>
</tr>
<tr>
<td>6.</td>
<td>No. of hidden layer</td>
<td>2</td>
</tr>
<tr>
<td>7.</td>
<td>No. of neurons in hidden layers</td>
<td>52 and 38</td>
</tr>
<tr>
<td>8.</td>
<td>No. of Target</td>
<td>25</td>
</tr>
</tbody>
</table>
Number of input utterances by 25 speakers is 23 with maximum number of error is up to 6 and minimum is 2. All speakers with their input utterances, number of errors and efficiency is given in Table 2.

Table 2: Training Result Data of Different Speakers

<table>
<thead>
<tr>
<th>Speaker no.</th>
<th>No. of input utterances</th>
<th>No. of Errors</th>
<th>Efficiency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>23</td>
<td>3</td>
<td>86.95</td>
</tr>
<tr>
<td>2</td>
<td>23</td>
<td>2</td>
<td>91.30</td>
</tr>
<tr>
<td>3</td>
<td>23</td>
<td>4</td>
<td>82.60</td>
</tr>
<tr>
<td>4</td>
<td>23</td>
<td>2</td>
<td>91.30</td>
</tr>
<tr>
<td>5</td>
<td>23</td>
<td>2</td>
<td>91.30</td>
</tr>
<tr>
<td>6</td>
<td>23</td>
<td>3</td>
<td>86.95</td>
</tr>
<tr>
<td>7</td>
<td>23</td>
<td>6</td>
<td>73.91</td>
</tr>
<tr>
<td>8</td>
<td>23</td>
<td>2</td>
<td>91.30</td>
</tr>
<tr>
<td>9</td>
<td>23</td>
<td>2</td>
<td>91.30</td>
</tr>
<tr>
<td>10</td>
<td>23</td>
<td>3</td>
<td>86.95</td>
</tr>
<tr>
<td>11</td>
<td>23</td>
<td>2</td>
<td>91.30</td>
</tr>
<tr>
<td>12</td>
<td>23</td>
<td>4</td>
<td>82.60</td>
</tr>
<tr>
<td>13</td>
<td>23</td>
<td>3</td>
<td>86.95</td>
</tr>
<tr>
<td>14</td>
<td>23</td>
<td>2</td>
<td>91.30</td>
</tr>
<tr>
<td>15</td>
<td>23</td>
<td>4</td>
<td>82.60</td>
</tr>
<tr>
<td>16</td>
<td>23</td>
<td>3</td>
<td>86.95</td>
</tr>
<tr>
<td>17</td>
<td>23</td>
<td>5</td>
<td>78.26</td>
</tr>
<tr>
<td>18</td>
<td>23</td>
<td>4</td>
<td>82.60</td>
</tr>
<tr>
<td>19</td>
<td>23</td>
<td>3</td>
<td>86.95</td>
</tr>
<tr>
<td>20</td>
<td>23</td>
<td>2</td>
<td>91.30</td>
</tr>
<tr>
<td>21</td>
<td>23</td>
<td>6</td>
<td>73.91</td>
</tr>
<tr>
<td>22</td>
<td>23</td>
<td>5</td>
<td>78.26</td>
</tr>
<tr>
<td>23</td>
<td>23</td>
<td>4</td>
<td>82.60</td>
</tr>
<tr>
<td>24</td>
<td>23</td>
<td>4</td>
<td>82.60</td>
</tr>
<tr>
<td>25</td>
<td>23</td>
<td>2</td>
<td>91.30</td>
</tr>
</tbody>
</table>

Total \(\sum=575\) \(\sum=82\) \(\sum=85.74\)
6. Conclusion

LPC Speech features and a neural network with back propagation training algorithm are appropriate to use for Text-Independent Multilingual Speaker Recognition.

The above result shows that BPA can be used for multilingual System. The minimum performance of system is 73.91% while best performance reach up to 91.30%. Overall performance of the system is 85.74%. The goal of the system which can recognize a text independent expression uttered by different speakers using various languages in different environment with different parameter may be the further enhancement of this research.

To improve system capability, mixed tone speech in appropriate length of speech duration should be selected for speaking sentence since it can cover more personal characteristics than using each tone in all utterances.
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